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A new formula, weighted dissimilarity index (WDI) is proposed for measuring
local and floral dissimilarity taking the importance of attributes into consideration.
Application of this index to the “‘centroid sorting” method is illustrated by a hypotheti-
cal example. Results of the study of a rocky grassland community are also included and
briefly discussed.

L. Introduction

L1. Tt is well-known that the use of binary (presence-absence) data has
many advantages in vegetation analysis but in most papers published until
now the problem of weighting has generally been neglected. In the comparison
of two quadrats all species were taken into consideration of equal weight.
It is obvious, however, that some “mass variables” (e.g. frequency) should
have some réles in constructing a sorting algorithm. In this case the more
frequent species are more important than the less frequent or rare ones, so
the common species should have greater effect on the similarity (or dissimi-
larity) between two given quadrats. In the same way, in consequence of
the duality of attributes, the quadrats of highest species number give the
greatest information about some plausible measure of dependence, so they
should be considered with a higher weight than the quadrats of small number
of species.

Starting from the assumptions mentioned above, I propose a weighted
dissimilarity index (denoted by WDI in this paper). The application of WDI
seems to have many advantages for cluster analysis, and so it is worth demon-
strating by both hypothetical and concrete examples (V—VI).

I.2. The indices and metrics used in vegetation research will not be
detailed here. Advantages and disadvantages of these functions have been
discussed by numerous papers and monographs (DAGNELIE 1960; SokAL and
SNEATH 1963; GREIG-SMiTH 1964; KERSHAW 1964; CHEETHAM and HAzEL 1969;
Gounor 1969; GooparL 1973a; Orrécr 1972, 1975 etc.). In this paper only
the most important formulae will be mentioned (I11.). The methodical problems
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of cluster analyses will not be discussed, either, since numerous books and ar-
ticles are available concerning this topic (LANCE and WrILL1AMS 1966; WILLIAMS,
LavseERT and LANCE 1966; Rouvr 1970; JARDINE and Sisson 1971; OrLnécr
1975; HArTIGAN 1975).

1.3. The method described in IV.—V. can also be applied to quantitative
data (coverage, frequency etc.), but in this study only the binary cases are
dealt with. Comparison of quantitative data raises a number of questions the
discussion of which is beyond the scope of this paper.

I1. Definitions

I1.1. Before the discussion it is important to give a summary of the
denotations and their definitions used in this paper. First let us consider the
following matrix:

4, & i
sy : L1 21
U©® = s; ... ;-‘]9’ v=1\ v p=1 p:
sn vn i)n
Z == (21,350 e Zp)

1

(g1 e Gl

ll

In matrix U the columns are the floral vectors of the sampling units,
the rows are the local vectors of the species. It is worth mentioning that U®
may be called floristic composition which is a set of relations between m
sampling units and n species found in the examined area T (JumAsz-Nacy
1976).

I12. f g-)) expresses the species-locus relation:

© 1, if s; is present in ¢;
v 0, if 5; is not present in ¢,

so f{is an indicator function. The ) upper index indicates that U@ is the matrix
of the basic data. In the course of the clustering algorithm either the number
of the columns or that of the rows of this matrix will be reduced step by
step. Then f{ will no longer be an indicator function and its value will range
from 0 to 1 (see V. for more details).

I1.3. Let v; denote the number of those sampling units in which s; is
present. Thus v is the valence distribution of all the species:

v=1[vy...05...0,], wherev;=3fP. (I1.3.1.)
i
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I1.4. z; is the number of species present in ¢;. Accordingly z is the valence
distribution of the sampling units:
= [2,..-%j,...5,], wherez = ;'ff‘}) (IL4.1.)
II.5. N denotes the total valence:
N = Zi,'vi = %‘zj (I1.5.1.)

I1.6. Let p, denote the estimated probability of the presence of s; in T at
the given quadrat size. Thus p is the probability distribution of the species:

- - - ~ ~ v;
P= [Pl’ seePioes 'Pm]’ where pPi= ; (II.6.1.)

I1.7. g; denotes the proportion of the species present in ¢;, to the species
present in T. Thus q is the floral frequency distribution of the sampling units:

z‘
q=1[41--Gj>---gm>}»  where g; = ;’ (I1.7.1.)

I1.8. The following relations are valid for p; and g;, respectively:

0< pi<1 (IL8.1.)
0<g <1 (IL.8.2.)
P (I1.8.3.)
N ?Pi
AR (I1.8.4.)
N %'qf'

I1.9. Resemblance functions for binary data use the parameters of the
2% 2 contingency table. In case of a comparison of two quadrats the meanings
of the parameters are the following:
(a) represents the number of common species in the two quadrats in question
(t; and t;);
(b) is the number of species which occur in quadrat ¢;, but not in t;
(¢) indicates the number of species which occur in quadrat #;, but not in quad-
rat tj;
(d) is the number of species absent from quadrats ¢; and t,, but present in
some other ones.
In calculating the correlation between two species these parameters
should be used, of course, in the same way for the pairs of rows of U,
I1.10. Let X;; denote any quantitative feature (coverage, frequency
etc.) of s; in t;.
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III. Some important coefficients

IIL.1. Numerous indices for presence—absence data use only the data
of the quadrats (or the species) concerned (a, b, ¢ parameters). SORENSEN
index and JAcCARD index are well-known examples.

III.2 Other formulae take not only the data of the two compared
quadrats into consideration, but those of the rest, too (they are involved in
the parameter d). In these cases the number of the joint presence and that
of the joint absence has equal effect on resemblance. The most simple of
them is the matching coefficient of SokAL and MicHENER (1958):

a-+d

(I11.2.1.)

The product-moment correlation coefficient is also widely used:

Ho = . (IIL.2.2.)
@ l/(a—l-b)(a—i—c)(b_f_d) (C+d)

Owing to its disadvantages (EApEs 1965, BARoNI-UrBANI and BUSER
1976) this coefficient is proposed for large samples. The formula of BArRONI-
UrBant and BuUser (1976) can be used for relatively small samples as well
without much bias:

:Vﬂ%—a—b—-c
Vad +a+b+ ¢

(111.2.3.)

BB

II1.3. The absolute value function that has been used for quantitative
data only seems to be applicable to the comparison of sampling units:

Eapsy = 2|2 — x| - (111.3.1.)
WHITTAKER (1952) used this formula in its relative form:

X X |
By,= 3| 2 e
2% 2%
2 1

i

(I11.3.2.)

The similarity between two quadrats is maximal (E, = 0) if they both
contain the same species and the proportion of the species in them is also equal.
The so-called “Canberra-metric’ is also based on the absolute differences
(LANCE and WiLLiamMs 1966):
| %1 — % |

Epy, = — 20T %k (T11.3.3.)

n
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The value of E;p, ranges from 0 to 1, 0 indicates the maximal similarity.
III.4. The coefficients mentioned in III.1.-3. make no distinction
between the attributes. WiLLiaAMS—DALE—MacNAUGHTON-SMITH (1964)
pointed out this insufficiency: “some attributes are more important than

others in determining similarity”. They proposed a weighted coefficient for
quantitative data:

Ewpmp =2 [(xij—xik)2 ) xf.,-] (TI1.4.1.)
i hs#i ’

where 2'%? is the sum of the 2 values calculated between s, and the all other
h#i

species. When y? test is applied, however, the same difficulties will arise which

appeared at the use of formula I11.2.2.

IV. A new dissimilarity index and its properties

IV.1. In order to eliminate the insufficiences of coefficients having been
used for binary cases until now, I propose a new formula, weighted dissimi-
larity index (WDI), for comparing sampling units defined as

2@ 1 fP—fR
d, =- IV.1.1.
i %,Pi ( )

The value of d;, depends on the distinctive species of quadrats t; and t;.

The absolute values of the differences are weighted with the estimated prob-

ability of the presence of the species concerned, and then these products are

added up. The upper limit of this sum i.e. the numerator of formula IV.1.1.

is the quantity Yp,, which is the maximum possible dissimilarity between
1

any two quadrats included in U, It is obvious that Zpiis obtained as dissimi-
i

larity value if the two compared quadrats neither have joint absence nor

Yy P q ]

joint presence at all. It is reasonable to standardize with the quantity Zp,-,
1

so the value of djk will range from 0 to 1. Since

sp=3xo =N, (IV.1.2.)
i i m m
the nominator of formula IV.1.1. indicates the average participation of a quad-
rat in the total valence, i.e. the average number of species in the quadrats.
It is to be noted that d;, is not directly effected by the number of joint
presence and joint absence, so the index IV.1.1. differs essentially from the
formulae discussed in II1.
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IV.2. For measuring the dissimilarity between any pair of specics
I propose the formula defined as
?(qj'} W —fi7)
dm‘ - (IV.2.1.)
24

that is analogous to index IV.1.1. The dissimilarity between s, and s; depends
on the number of species of those quadrats in which only one of the two
species is present. Hereby the quadrats of a smaller number of species will
have less effect on d,; than the quadrats of a high number of species. It is
worth to explain it with a simple example: a quadrat of 10 species contains
less information about the interspecific correlations than a quadrat of 35
species, so we must consider the second quadrat with a greater weight.

The quantity of qu signifies the average participation of a species in

7
the total valence, i.e. the average number of presence of the species:

Sg=3"= N Iv.2.2.,)
J in n
IV.3. The value of d ranges from 0 to 1. Zero indicates minimum disimi-
larity when all attributes of the two compared sampling units (or species)
are the same. “1” indicates maximum dissimilarity which is obtained when
the two quadrats (or species) differ from each other in all attributes.
IV.4. Sometimes it may be more convenient to use the term similarity.
Then the values of the similarities between quadrats or species are the following:

ejk =] — d]k (IV.4.1.)
Cp; — 1 ——dhi (IV.4.2-)

V. Application of the weighted
dissimilarity index to cluster analysis

V.1. The matrix of the dissimilarity values denoted by D may be the
starting point of numerous clustering algorithms. A method that regards the
clusters as new individuals seems to be most applicable to this case. This is
the “centroid sorting” method; its steps were briefly described by WiLLiAMS,
LamBERT and Lance (1966):

a. The most similar pair of quadrats are added together, attribute by
attribute, to form a new synthetic quadrat.

b. The records of the pair concerned are deleted, together with all
coefficients involving either of them.

c. Coefficients are calculated between the new quadrat and all other
remaining quadrats. The process returns to operation a. If all quadrats are
fused into a single group, then the analysis is terminated.

[
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V.2. In the course of calculations the columns of the data matrix are
reduced by one step by step. Elements of the synthetic quadrat obtained by
the fusion of the most similar pair of quadrats are calculated according to the
following formula:

f(x+1) _ ] + Nk f(x)

i = V.2.1.
Gk NJ N, ( )

where f{? and & are the frequencies of species s; in the fused quadrats
and #, after x fusions. Its value ranges from 0 to 1. N; and NN, are the numbers
of quadrats fused in the columns j and k, respectlvely If N; = = N, =1 the
formula V.2.1. reduces to simpler form, for instance in the case of the first
fusion:

(0) (0)
fik) = 1 erf (v.2.q

After m — 1 fusions the analysis is terminated and (m — 1)? coefficients
are to be calculated. This is the reason why the centroid sorting method,
especially in case of large samples, is a computer oriented one.

V.3. The same algorithm can be used for comparing pairs of species,
but in this case the rows of the data matrix are to be fused. The number of
fusions will be n — 1, the number of coefficients (n — 1)

V.4. Let this algorithm be demonstrated by a hypothetical example.
Let U® consist of 5 columns and 8 rows (5 quadrats and 8 species):

1 2 3 45

Ue) =

[-=IEN W W WL
- D b b el &
bt D et D e O
D DO O
S D i O b
SO O

First the distribution p is to be calculated with the help of formula
11.6.1., and, then we come to the following result:

p =08, 06, 04, 04, 04, 0.6, 038, 0.6

Now we calculate matrix D of the dissimilarity values according to
formula IV.1.1. The semimatrix is given by

| 1 2 3 4 5
1 — 0.260 0.869 0.739 0.826
DO — 2 — 0.608 0.652 0.565
3 0.391 0.304
4 — 0.086
5|
|
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After the inspection of this matrix we find that the lowest dissimilarity
isd,; = 0.086, thus we fuse quadrats 4 and 5 to obtain a new synthetic quadrat.
We calculate the values of f 5-384'5) by the application of formula V.2.2. After
the first fusion the starting binary data of the quadrats in question will repre-
sent new frequency values. The new data matrix is given by

[123(4,5)
1110 1
2 001 1
30110 o0
U= 14110 0 05
5 1110 0
6 | 001 1
71011 1
8 | 111 o0

We compare the synthetic quadrat (4, 5) with all other quadrats and
obtain matrix D®:

| 1 2 3 4, 5)
1 — 0.260  0.869  0.782
DM = 2 _ 0.608  0.608
3 — 0.347
4, 5) —

After the first fusion we find that the quadrat 1 and 2 are the most
similar pair, since d;, = 0.260. We calculate the new column of the data
matrix and obtain matrix U®):

| (1,2) 3 (4,5)

U —

(== = W B I N
—FP o P e~
3]

P ok ok D D D e D
OO P S
o

Then we calculate matrix D®:

2 3 (9
|

DO — | (1,2 — 0.739  0.652
3
4. 5)
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where the lowest dissimilarity value is ds 4.5
3 and (4, 5). After this fusion the reduced da

129

= 0.347, so we fuse quadrat
ta matrix is

| (1,2) (3,4,5)

ued —

[==BE M= W U

We compare the two columns of U® an

d obtain matrix D®;

(1,2) (3,4,5)

DO = 0.

(1,2)
(3.4,5)

681

After the last fusion we get vector p:
UY =p =108, 0.6, 04, 04, 0.4,

It is worth to summarize the steps indic

0.6, 0.8, 0.6]

ating the fusion dissimilarities:

fusion 1 4. 5 = 0.086
fusion 2 1, 2 d = 0.260
fusion 3 3, (4, 5) = 0.347
fusion 4 (1, 2), (3, 4, 5) d = 0.681
The results are illustrated by the dendrogram in Fig. 1.
10+
£
8 05+
0 [ ]

] 2 3 4

5 quadrats

Fig. 1. Dendrogram constructed on the basis of centroid sorting method from data of the
hypothetical example discussed in V. 4
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VI. Application of the WDI to the study of a rocky grassland community

VIL.1. The cluster analysis based on the WDI was applied to the study
of a rocky grassland community from the Hungarian Central Range, which
is considered to be an association named Seslerietum sadlerianae, and has
been described according to the methodology of BRAUN-BLANQUET’s school
(Zéryomr 1936, 1958; So6 1964). This association is usually found on northern
slopes on dolomite rocks (with the exception of Naszaly Hill, where the rock
is limestone).

33 sampling units of 4X4 m size from 7 stands of this community
were examined. The distribution of the quadrats according to the stands is
the following:

1. Sashegy, Buda Hills quadrats 1.—5.
1I. Hunyadorom, Buda Hills quadrats 6.—9.
ITI. Tiindérszikla, Buda Hills quadrats 10.—14.
IV. Harmashatarhegy, Buda Hills quadrats 15.—18.
V. Nagykevély, Pilis Hills quadrats 19.—23.
V1. Pilistetd, Pilis Hills quadrats 24.—28.

VII. Naszaly Hill quadrats 29.—33.

The geographic localizgation of the stands is shown by Fig. 2.

147 species were found in the quadrats. Their comparison was also
performed. Matrix of the presence-absence data is shown in Table 1.

VI1.2. Computer program WDCL was written in FORTRAN IV for per-
forming the cluster analysis of sampling units or species. A listing of it is
available from the author on request.

VI1.3. Dendrogram of the quadrats (Fig. 3) shows that the sampling
units are clustered according to the stands. The only exception is quadrat 12.

At the level of d = 0.354 the quadrats from the stand of Naszaly Hill
differ from the rest of quadrats. This fact supports the view, that the stand of
Naszaly Hill represents a special type of this community. It was originally
described as a ““subassociation” named Seslerietum sadlerianae saxifragetosum
aizoi (for details see Zé6Lyomr 1958; So6 1964). This result was also obtained
by the use of the association-analysis worked out by WiLLiamMs and LAMBERT
(Popant 1976).

At the next level the cluster of quadrats 12, 15—18, 24—-28
differ from the remaining quadrats. This level (d = 0.27) is lower than the
dissimilarity between the cluster of quadrats 12., 24.—28. and the cluster of
quadrats 15—18 (d = 0.299). Here we can find some other “monotonicity
failures™,* too (it is to be noted that in the cluster of species there are only
two monotonicity failures, see Fig. 4). These failures are caused by the centroid

* In the sense of LANCE and WirLiAMs 1966.
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Fig. 2. Geographic localization of the stands of Seslerietum sadlerianae included in the study

23

diss:milarity

02 4

tusion

01

29 30 31 32 33 27 24 25 26 28 12 6 15 17 18 19 2022 21 23 1 2 3 & 5 6 8 7 16 10 13 11 quadrats

Fig. 3. Dendrogram indicating hierarchy for quadrats in Table 1. See text
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sorting method itself, which does not exclude the possibility that the dissimi-
larity between two clusters is lower than between the quadrats fused in one
of these clusters. This feature may be useful with respect to further considera-
tions (besides, it does not reduce very much the clearness of the dendrogram).

Now I will not go into fruther details concerning the dendrogram of the
quadrats. The relationships are shown by Fig. 3.

VI.4. Dendrogram of the species is illustrated in Fig. 4. According to
this figure the species can be divided into two main groups (d = 0.553). The
group consisting of 20 members contains the most frequent and perhaps the
“most typical” species of the community. These species are absent from not
more than 1—2 stands. These are the following (nomenclature of species
follows S06 and KArPATI 1968):

Carex humilis (13) and Polygonatum odoratum (18) are absent from
Naszaly Hill,

Scabiosa ochroleuca (27), Allium flavum (49), Helianthemum ovatum (22)
and Euphorbia cyparissias (60) are absent from Sashegy.

Cytisus hirsutus (61) is absent from Nagykevély.

Asperula glauca (30) is the only species of this group which is absent
from two stands (Hunyadorom and Nagykevély).

In the left part of the cluster of the other species group (from species
64 to species 117) we can find numerous frequent species but they are absent
from 2—4 stands at least, and most of them are typical only in 2—3 stands.
It is worth mentioning the case of Festuca pallens (8) which occurs in all
quadrats of 5 stands but it is absent from 2 stands so it did not get into the
group of typical species. There is only one species in this group, Sempervivum
hirtum (52), which is present in all stands.

The rare species are clustered in the rightmost part of the dendrogram.
A number of them are either typical in one stand (from species 28 to species
123) or present in 1—2 quadrats (from species 77 to species 120). It is striking
that the values of dissimilarities are lower between the rare species than
between the frequent ones. These low values, however, may be caused by some
accidental effects which influence very much the dissimilarities between rare
species. Thus, we can not draw general conclusions from these results. The
situation is rather different in the case of frequent species although the dissimi-
larity values are relatively higher. But it is likely that the group of 20species
can also be found in stands that were not included in the analysis,
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Fig. 4. Dendrogram indicating hierarchy for species in Table 1.
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